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Abstract We compared two fast radiative transfer models, Community Radiative Transfer Model
(CRTM) and Radiative Transfer for TIROS Operational Vertical Sounder (RTTOV), with the LBL model
Atmospheric Radiative Transfer Simulator (ARTS). We used the measurements from Advanced
Technology Microwave Sounder (ATMS) and the Global Precipitation Measurement Microwave Imager
(GMI) for evaluation of the radiative transfer models. The models in comparison with the observations and
each other performed very well with a mean difference less than 0.5 K for the temperature sounding
channels operating near the oxygen absorption band at 60 GHz. There was a difference of up to 1 K among
the models as well as compared with the observations for humidity sounding channels operating around
water vapor absorption line at 183 GHz. The mean difference between the simulations and observations
was up to 6 K for surface sensitive channels. Water vapor and surface sensitive channels also showed to be
more sensitive than the temperature sounding channels to the spectroscopy models used to calculate the
absorption coefficients. There was a small difference, less than 0.1 K, between brightness temperatures
calculated using traditional boxcar and actual Sensor or Spectral Response Functions, except for a
difference of 0.25 K for ATMS Channel 6. Double difference technique showed about 1 K difference
between water vapor channels from ATMS instruments onboard N20 and National Polar-orbiting
Partnership (NPP). However, comparison of a new version of ATMS/NPP observations recently generated
using an enhanced calibration algorithm with ATMS/N20 observations showed that the differences
between the two instruments are less than 0.5 K after improving the ATMS/NPP calibration.

Plain Language Summary Radiative transfer models are used to simulate satellite observations
from input atmospheric profiles and surface parameters. These models have a wide range of applications,
including being used as forward model to assimilate satellite observations into numerical weather
prediction models or for calibration and validation of satellite measurements. Radiative transfer models
are subject to errors and uncertainties and therefore need to be evaluated. We compared three microwave
radiative transfer models versus each other as well as satellite measurements. The results showed that
the models were consistent with each other and with observations for microwave temperature sounding
channels. However, the models were less consistent with each other and with the observations for the water
vapor and window channels. The difference between the models and observations was affected by several
factors such as spectral response functions, spectroscopy databases, and emissivity models.

1. Introduction
Radiative transfer (RT) models are extensively used in different fields of atmospheric remote sensing, includ-
ing calibration and intercalibration of satellite observations, retrieving geophysical products from satellite
observations, and as forward model to assimilate satellite observations into numerical weather prediction
(NWP) models. The RT models can be classified into two groups based on the way absorption coefficients are
calculated: (1) line-by-line (LBL) models where the monochromatic absorption coefficients are directly cal-
culated from the spectroscopic database and (2) fast models where the absorption coefficients are computed
using look-up tables and a set of predictors such as temperature and water vapor (Saunders et al., 1999).
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The look-up tables are in fact the coefficients for the regressions between the predictors as independent
variables and the absorption coefficients as dependent variables (Saunders et al., 1999). The LBL models
are normally more accurate than the fast models because the coefficients are directly calculated from the
inputs, but computationally much more expensive than the fast models.

Both LBL and fast RT models are subject to different inaccuracies that emerge from inaccuracy in the spec-
troscopic databases, RT inputs such as atmospheric profiles and surface emissivity, and assumptions in the
RT theories (e.g., line shapes). However, RT models are an excellent tool for modeling remote sensing sys-
tems especially once evaluated against each other or independent data sets. For instance, the evaluated RT
models can be used for monitoring the performance of the spaceborne instruments or calibration and inter-
calibration of satellite observations to support national and international activities such as the National
Oceanic and Atmospheric Administration (NOAA) Integrated Calibration/Validation System (Zhou et al.,
2016) and World Meteorological Organization Global Space-based Inter-Calibration System (Goldberg et al.,
2011; Zhang et al., 2016). Additionally, since the RT models play a central role in the assimilation of satel-
lite radiances, evaluation of the models and understanding the biases can potentially help to improve the
assimilation of satellite observations and help the weather agencies to provide more accurate weather
forecasts.

Garand et al. (2001) compared 19 infrared models and 10 microwave models for the sounding channels of
Advanced Microwave Sounding Unit (AMSU) and High-Resolution Infrared Radiation Sounder (HIRS) and
reported that IR LBL models agreed within 0.05 K, but fast IR models compared with the LBL models can
only achieve an accuracy of 0.25 K for some (but not all) of the HIRS channels. Fast microwave models
performed well against LBL model to which they were tuned, but on the other hand large differences were
reported among the microwave LBL models. Buehler et al. (2006) compared Atmospheric Radiative Transfer
Simulator (ARTS) and Radiative Transfer for TIROS Operational Vertical Sounder (RTTOV) Version 7.0
using a single day of data from ERA-40 reanalysis and reported a bias of 0.014 K and standard deviation
(STD) of 0.23 K for AMSU-B Channel 18 (183 ± 1 GHz). They reported large biases for dry regions as well
as northern and southern latitudes. Melsheimer et al. (2005) compared several LBL models and reported
a general agreement of better than 1% among the models, but a difference of up to 10% near the center of
absorption lines. Similar evaluations have been conducted for the infrared region, and generally, RT models
show better results for the infrared region than for the microwave region. For instance, an intercomparison
of fast and LBL models for the infrared region is given in Saunders et al. (2007). The intercomaparison
was conducted for 14 line-by-line and fast parameterized infrared models and using 52 diverse atmospheric
profiles. They reported a difference of 0.02 K among the models and 0.2 K compared with the Atmospheric
Infrared Sounder radiances.

With the emergence of a new generation of microwave instruments, for example, ATMS and the Global
Precipitation Measurement (GPM) Microwave Imager (GMI), and increasing application of fast microwave
RT models in the NWP modeling, it is necessary to evaluate the accuracy of fast RT models compared with
observations as well as LBL models. In this study, we compared two fast models (Community Radiative
Transfer Model, CRTM, and RTTOV) that are internationally used for different applications. The ARTS was
selected as the reference LBL model, because it was specifically developed for the microwave region. In
addition to comparing the simulated brightness temperatures (Tbs) with the observations, we also evalu-
ated the impact of different factors such as spectroscopy and emissivity models as well as Sensor or Spectral
Response Functions (SRFs) on the differences between the RT models and observations. We screened out
all the cloud-contaminated observations and only evaluated the forward models in clear-sky conditions over
ice-free oceans. The fast models also include the Jacobian and adjoint codes which are crucial for data assim-
ilation, but these capabilities were not evaluated in this study. Section 2 describes the RT models, section 3
discusses the satellite observations and atmospheric data set used in the study, section 4 discusses the results,
and section 6 summarizes the work.

2. RT Models
We simulated the satellite Tbs using two fast RT models and a LBL model. Some aspects of these models
relevant to the current study are discussed in this section. All these models require atmospheric variables
such as air pressure, temperature, and water vapor, and surface variables such as surface temperature as
well as other surface characteristics such as wind speed and direction to perform RT simulations. Although,
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the microwave channels operating near 183 GHZ are slightly sensitive to ozone concentration, the standard
coefficient sets of CRTM and RTTOV do not include ozone transmittance coefficients. The impact due to
exclusion of ozone can be up to 0.5 K for the channels near 183 GHz (John & Buehler, 2004).

2.1. CRTM
The CRTM is a fast RT model developed by the NOAA Center for Satellite Applications and Research and
the Joint Center for Satellite Data Assimilation that is widely used in the United States to assimilate satellite
radiances (Liu et al., 2008). CRTM is also widely used by remote sensing communities to simulate satellite
radiances from atmospheric inputs for different purposes such as calibration of satellite instruments (Weng
et al., 2013) or retrieving geophysical variables from satellite observations (Boukabara et al., 2011). CRTM
is capable of simulating microwave, infrared, and visible radiances using atmospheric profiles of pressure,
temperature, humidity, and other species such as ozone. CRTM also includes capabilities to simulate satellite
cloudy radiances, but this work is focused on using only clear-sky observations. CRTM contains forward,
tangent linear, K-matrix, and adjoint models. These capabilities are generally required in different parts of
data assimilation systems for the assimilation of satellite microwave and infrared radiances.

CRTM requires as input both layer and level pressure values as well as the mean layer averages of tempera-
ture, water vapor, and other species (when necessary) to perform clear-sky RT calculations. The top pressure
level is fixed at 0.01 hPa; therefore, the profiles will be filled by climatological values up to this level, if the
input profile does not reach the top pressure. The surface emissivity over ocean is calculated using provided
surface information such as wind speed and direction. CRTM currently includes two versions of FASTEM,
Version 5.0 (Bormann et al., 2012) and Version 6.0 (Kazumori & English, 2015), for calculating sea sur-
face emissivity. CRTM coefficients were trained using Rosenkranz spectroscopy for both ATMS instruments
onboard National Polar-orbiting Partnership (NPP) and N20 (Rosenkranz, 1975, 1998). The package that
is used to train the CRTM coefficients also includes the capability to use the Millimeter-wave Propagation
Model (MPM) to generate the transmittance coefficients (Liebe, 1985, 1989; Liebe et al., 1992).

2.2. RTTOV
RTTOV is a popular fast RT model for passive satellite visible, infrared and microwave radiometers, spec-
trometers, and interferometers. RTTOV is the forward operator in the European Centre for Medium-Range
Weather Forecasts (ECMWF) Integrated Forecasting System (Matricardi, 2009). RTTOV is developed by the
European Organisation for the Exploitation of Meteorological Satellites NWP Satellite Application Facility
and is available on request at no cost after registration at nwpsaf.eu website.

RTTOV requires a set of atmospheric and surface information as input to simulate satellite radiances. These
input variables depend on the instrument type but generally for microwave radiometers include profiles of
temperature, water vapor, and pressure as well as surface skin temperature. Although, the standard coef-
ficient sets of RTTOV do not include the ozone transmittance coefficients, ozone is accounted for in the
mixed gases. Depending on the surface type (land or water) other variables such as wind speed and direction
(over water), vegetation type, and several other parameters are required for calculating the surface emissiv-
ity (Saunders et al., 2018). The absorption coefficients in RTTOV are trained using modified versions of the
MPM 1989 spectroscopy for water vapor lines (Liebe, 1989) and the 1993 version of the Liebe (MPM-1993)
for the oxygen and nitrogen lines (Liebe et al., 1992, 1993; Tretyakov et al., 2005). Some of the modifications
to the MPM model include replacement of oxygen line parameters and the parameters of air-broadened
half-width for the water vapor absorption lines at 22.235 and 183.31 GHz, adding ozone lines, and modifying
the dry continua (Turner et al., 2019). RTTOV absorption look-up tables for recent instruments like ATMS
include 54 fixed pressure levels with the bottom and top pressure levels at 1050 and 0.005 hPa, respectively.
For more information about the LBL model used to train RTTOV for microwave instruments, the readers
are referred to Turner et al. (2019) and Lupu et al. (2015).

2.3. ARTS
ARTS is a line-by-line RT model for thermal radiation originally developed to perform accurate simulations
for the microwave region (Buehler et al., 2018; Eriksson et al., 2011). It can process fully polarized RT calcu-
lations with and without scattering in 1-D and 3-D atmospheres. ARTS is mainly developed at Universität
Hamburg and Chalmers University. It is freely available and maintained as an open-source project (http://
www.radiativetransfer.org). ARTS requires at least, profiles of pressure, temperature, and altitude on levels
to perform simulations, however other inputs such as water vapor are also necessary to accurately simulate
outgoing radiances for the microwave frequencies.
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The simulations were done using ARTS Version 2.3.1249. For each sideband of each ATMS channel,
12 monochromatic Planck brightness temperatures were simulated and mapped to the specific channel
using the boxcar SRFs. Gas absorption of molecular oxygen, ozone, molecular nitrogen, and water vapor was
taken into account. For ozone and molecular nitrogen, the HITRAN 2012 database (Rothman et al., 2013)
was used. In addition to the spectral line data from HITRAN, the MT_CKD continuum absorption model
(Version 2.52) was used for the absorption of molecular nitrogen (Mlawer et al., 2012). The gas absorption of
molecular oxygen was processed by using the full absorption model of Rosenkranz (1998) modified by the
values from Tretyakov et al. (2005). We ran ARTS simulations with three different setups for water vapor
spectroscopy, including (i) A23-RTV-HIT used HITRAN database and the MT_CKD model (Version 2.52)
for the continuum absorption of water vapor, (ii) A23-RTV-MPM used the MPM93 water vapor absorption
model (Liebe & Hufford, 1993; Liebe et al., 1993), and (iii) A23-RTV-PWR used the PWR98 water vapor
absorption model (Rosenkranz, 1998). All the three ARTS setups used the ocean emissivity values calculated
by RTTOV using FASTEM V6.0. We also used a specular reflection model to calculate the radiance reflected
by the surface.

3. Atmospheric Data and Satellite Observations
This section discusses ERA-5 atmospheric and surface data set and also the satellite observation used in the
comparison.

3.1. ERA-5 Reanalysis
ERA-5 is the fifth generation of ECMWF atmospheric reanalysis produced using 4DVar version of ECMWF's
Integrated Forecasting System coupled with ocean waves and a land model. It combines a large amount
of historical satellite and in situ observations into the first guess provided by the ECMWF forecast model
(Hersbach et al., 2019). All the radiance observations in ERA-5 were assimilated using RTTOV (Version 11);
therefore, Tbs simulated using ERA-5 profiles and RTTOV may yield better results than other RT models
when compared with observations. ERA-5 provides hourly estimates of a large number of atmospheric, land
and oceanic climate variables. ERA-5 covers the globe on a 30 km grid and resolve the atmosphere using
137 levels from the surface up to a height of 80 km.

We used 3-hourly ERA-5 reanalysis fields with a resolution of 30 km, 0.28◦. The variables included wind
speed and direction, temperature, water vapor, surface temperature, ozone, and land/sea mask.

3.2. Satellite Observations
ATMS is the newest generation of microwave instruments developed by NOAA and is currently flying on
NOAA NPP and N20. ATMS consists of 22 channels operating at a frequency range of 23 to 190 GHz
(see Table 1). ATMS Channel 1 operating near 23.8 GHz is located at the water vapor absorption line at 23
GHz and is sensitive to total column water vapor; the second channel is located at the edge of the water
vapor absorption line at 31.4 GHz and is mostly sensitive to the surface characteristics and clouds. Channels
3 to 15 are temperature sounding channels operating at the oxygen absorption band around 60 GHz
and measure air temperature from lower troposphere to upper stratosphere. The weighting functions for
Channels 3 and 15 peak in lower troposphere and 2 hPa, respectively. Channel 16 operates at 88.2 GHz and
is sensitive to the surface variables and clouds. Channel 17 operates at 165.5 GHz (near the edge of the water
vapor absorption line at 183 GHz) and is sensitive to surface characteristics, lower tropospheric humidity,
and ice clouds. Channels 18–22 operate at the water vapor absorption line at 183 GHz and are sensitive to
lower to upper tropospheric relative humidity as well as ice clouds. For more information about the ATMS
instrument, the readers are referred to Goldberg et al. (2013) and Moradi et al. (2015).

GMI onboard GPM core observatory consists of 13 channels operating at a frequency range of 10 to 90 GHz
(see Table 1). Most GMI channels are very sensitive to the surface, excluding Channel 5 operating at 23 GHz,
which is sensitive to total column water vapor and Channels 12 and 13 operating at 183 ± 3 and 183 ± 7,
which are sensitive to middle and lower tropospheric humidity, respectively. The first five channels of GMI
can be used to quantify heavy and moderate precipitation, the next four channels indirectly measure snow
and ice inside clouds, and the last four channels can be used to quantify light rain and snowfall as well as to
measure relative humidity in lower and middle troposphere (Skofronick-Jackson et al., 2017).

3.3. Collocations
An important step in comparing model simulated and observed Tbs is to carefully collocate the observa-
tions with atmospheric profiles. The collocation process includes two factors, that is, time and distance.
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Table 1
List of ATMS and GMI Channels (Goldberg et al., 2013; Skofronick-Jackson et al., 2017)

ATMS GMI
Channel Frequency (GHz) FOV (deg) Pol. Frequency (GHz) Pol. FOV (deg)
1 23.8 5.2 QV 10.65 V 1.75
2 31.4 5.2 QV 10.65 H 1.75
3 50.3 2.2 QH 18.7 V 1
4 51.76 2.2 QH 18.7 H 1
5 52.8 2.2 QH 23.8 V 0.9
6 53.596 ± 0.115 2.2 QH 36.5 V 0.9
7 54.4 2.2 QH 36.5 H 0.9
8 54.94 2.2 QH 89 V 0.4
9 55.5 2.2 QH 89 H 0.4
10 57.290344 2.2 QH 166 V 0.4
11 57.290344 ± 0.217 2.2 QH 166 H 0.4
12 57.290344 ± 0.3222± 0.048 2.2 QH 183.31 ± 3 V 0.4
13 57.290344 ± 0.3222± 0.022 2.2 QH 183.31 ± 7 V 0.4
14 57.290344 ± 0.3222± 0.010 2.2 QH
15 57.290344 ± 0.3222± 0.0045 2.2 QH
16 88.2 2.2 QV
17 165.5 1.1 QH
18 183.31 ± 7 1.1 QH
19 183.31 ± 4.5 1.1 QH
20 183.31 ± 3 1.1 QH
21 183.31 ± 1.8 1.1 QH
22 183.31 ± 1 1.1 QH

Note. QV and QH stand for quasi vertical and quasi horizontal polarization.

ERA-5 data are reanalyzed values and only available in 3-hourly time frame. One fundamental difference
between the time in reanalyses and satellite observations is that the reanalyses are time-integrated values,
while satellite observations are almost instantaneous measurements, the integration time for satellite data
is just a few millisecond. This difference in time causes difficulties in collocating reanalysis and satellite
observations. The magnitude of error due to this difference is unknown but depends on the temporal vari-
ability of the atmosphere, which itself depends on the time, location, and also the variable being collocated.
For instance, Moradi et al. (2016) show that over the tropical oceans, relative humidity only slightly changes
over the course of the day. In the collocations, however, we considered the time presented in both satellite
and reanalyses to be the actual time of measurement and therefore simply subtracted the difference between
the time then excluded the data with a time difference greater than 15 min.

Previous studies have shown that 1 hr time difference between profiles and observations introduces about
1 K bias for the humidity sounding channels (Moradi et al., 2013); therefore, our expectation is that this
time difference only creates a small bias in comparison for humidity sounding channels and a negligible
bias for temperature sounding channels. However, the error due to the time difference is likely to be larger
for the surface sensitive channels than the humidity sounding channels. It is expected that averaging the
differences between model simulated and real observations will cancel out the random affects due to the
time difference. We tested the statistics using different time thresholds, ranging from 15 to 60 min, but did
not find any important differences between the results. The distance was calculated based on euclidean
distance between the center of the ERA-5 grid and the center of satellite footprint and was limited to 20 km.

This study was limited to clear-sky only; therefore, the cloud-contaminated observations were removed
from the comparison. The difference between humidity sounding channels sensitive to different layers of
the atmosphere have been used in the past by numerous studies for cloud clearing (Buehler et al., 2007;
Moradi et al., 2015). In clear-sky conditions, due to environmental temperature lapse rate, the brightness
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Table 2
List of the Fast and LBL Models Used in the Study

Acronym Model Version Spectroscopy Emissivity SRF
C23B-F6-PWR CRTM 2.3 Rosenkranz FASTEM 6.0 Boxcar
C23-F6-PWR CRTM 2.3 Rosenkranz FASTEM 6.0 Real SRF
C23-RTV-PWR CRTM 2.3 Rosenkranz RTTOV FASTEM 6.0 Real SRF
C21-F6-PWR CRTM 2.1 Rosenkranz FASTEM 6.0 Real SRF
R121-F6-MPM RTTOV 12.1 MPM FASTEM 6.0 Real SRF
R121-F5-MPM RTTOV 12.1 MPM FASTEM 5.0 Real SRF
A23-RTV-HIT ARTS 2.3 HITRAN RTTOV FASTEM 6.0 Boxcar
A23-RTV-MPM ARTS 2.3 MPM RTTOV FASTEM 6.0 Boxcar
A23-RTV-PWR ARTS 2.3 Rosenkranz RTTOV FASTEM 6.0 Boxcar

temperatures from a channel sensitive to higher altitudes (Tbupper) are colder than the Tbs for a channel sen-
sitive to lower altitudes (Tblower). However, in cloudy conditions, the channels sensitive to higher altitudes
are less affected by the clouds than the channel sensitive to lower altitudes; therefore, due to scattering, the
Tb difference between the two channels will be reduced. At some point depending on cloud optical depth,
the Tbs from the lower channel will become even colder than the Tbs from the upper channels (Buehler
et al., 2007). The satellite observations are considered clear sky when (Tbupper - Tblower) < Tbthr . We used
the difference of Tb22 − Tb18 < −15 for ATMS and Tb13 − Tb12 < −10 for GMI to determine clear-sky
cases (numbers show the channel number). In addition, we used the ERA-5 total column cloud liquid and
ice water contents with a threshold of 100 g m−2 as an additional measure for cloud clearing. We evalu-
ated the results with different thresholds for cloud liquid and ice water contents, but even using a threshold
of 10 g m−2 did not noticeably change the statistics. Additionally, because of difficulties in estimating the
emissivity over land, we limited the study to the profiles nominally over ocean only. It is also not possible
to accurately calculate the emissivity over ice covered surfaces; therefore, we only used the ice-free oceanic
profiles. We used the ice cover provided in ERA-5 to remove cases with frozen surface water. We did not
distinguish between ascending and descending orbits and used all the field of views for each scanline.

4. Results
We simulated ATMS and GMI Tbs using different setups of the fast models (CRTM and RTTOV) and the
LBL model (ARTS). Table 2 shows a list of the setups for different RT models used in the study. This includes
using different spectroscopy databases, using actual instrument SRFs versus traditional boxcar SRFs, and
using different emissivity databases. After applying all the filters, the total numbers of collocations were
about 1.5 million for ATMS/N20, 2.1 million for ATMS/NPP, and about 650,000 for GPM/GMI.

4.1. Direct Comparison of RT Models
It is generally less challenging to directly compare the RT models with each other, because sources of errors
such as collocation errors and cloud contamination in the observations are not present when directly com-
paring the models. The most important factor in comparing the models is to ensure that all the essential
inputs are provided to the models. The units of the absorbers such as water vapor are generally different
among the models; therefore, the users need to ensure that the units are provided or defined correctly. In
addition, the model internal calculations may be conducted in either level or layer averaged, so the inputs
should be provided accordingly. Another important factor is that some models lack internal modules to cal-
culate essential variables from other inputs; therefore, it is the user's responsibility to ensure that all the
variables required by the models are provided as input. For instance, while RTTOV is able to perform all the
surface emissivity calculations if the zenith angle is provided, CRTM requires both zenith and scan angles
so that if the scan angle is not provided, it will result in a scan angle-dependent bias in the CRTM simula-
tions for the surface sensitive channels. Additionally, CRTM requires both level and layer pressures to be
able to calculate the transmittance values. Note that the fast models can only be used to simulate bright-
ness temperatures for a given instrument; therefore, it is not possible to compare the models for a given
frequency range.
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Table 3
Difference Between ARTS (ARTS-RTV-MPM) and Simulations by the Fast Models: RTTOV (R121-F6-MPM) and CRTM
(C23-F6-PWR)

Channels
1 2 3 4 5 6 7 8 9 10 11

RTTOV bias 0.90 −0.44 0.38 0.59 0.47 0.28 0.17 0.12 0.07 0.03 −0.01
CRTM bias 0.49 0.49 1.39 1.07 0.67 0.71 0.34 0.33 0.20 −0.05 −0.10
RTTOV STD 0.78 0.93 1.20 0.89 0.39 0.11 0.11 0.09 0.06 0.04 0.04
CRTM STD 1.17 1.25 1.26 0.90 0.37 0.16 0.13 0.13 0.13 0.08 0.09
Channels 12 13 14 15 16 17 18 19 20 21 22
RTTOV bias 0.00 0.05 0.06 −0.05 −3.21 −0.80 0.89 0.85 0.76 0.62 0.24
CRTM bias 0.01 −0.03 −0.04 −0.13 −2.19 −0.58 0.98 1.01 0.96 0.80 0.63
RTTOV STD 0.04 0.04 0.07 0.14 1.27 1.55 0.32 0.20 0.23 0.27 0.28
CRTM STD 0.05 0.06 0.06 0.05 1.35 1.57 0.40 0.24 0.22 0.20 0.20

Note. Positive values show that the fast models' simulations are higher than ARTS simulations.

The difference between the fast models (R121-F6-MPM and C23-F6-PWR) and the LBL models ARTS
(ARTS-RTV-MPM) is shown in Table 3. ARTS showed to perform generally better than fast models when
run with the MPM spectroscopy so we have considered it as the reference model. The values are fast model
simulations minus ARTS simulations; therefore, positive values show that the Tbs simulated using the fast
models are larger than ARTS simulated Tbs. Overall, the largest differences are observed for Channel 16
with RTTOV showing a difference of −3.2 K and CRTM −2.2 K. We used RTTOV calculated emissivity val-
ues to run ARTS, so the difference between RTTOV and ARTS is due to difference in total transmittance. As
shown later in Table 4, RTTOV calculated emissivity for Channel 16 is about 0.009 less than that for CRTM.
Therefore, if we use CRTM emissivities to run ARTS then ARTS simulated Tbs will be larger compared to
when we use RTTOV emissivities to run ARTS. Since the Tbs simulated using the fast models are already
lower than ARTS Tbs calculated using RTTOV emissivities, larger difference would exist between the fast
models and ARTS for Channel 16, if we run ARTS using CRTM calculated emissivities. Both RTTOV and
CRTM Tbs are larger than ARTS Tbs for Channels 1–4, except that RTTOV shows a negative bias compared
with ARTS for Channel 2. There is a difference of about 1 K between RTTOV and CRTM for Channels 2 and
3. The differences for the temperature sounding channels are relatively smaller than the differences among
the models for the surface sensitive and water vapor channels. Although, CRTM and RTTOV are largely
consistent for water vapor channels (Channels 18–22), there is a difference of more than 0.5 K between the
fast models and ARTS for most channels.

Figure 1 shows the difference between Tbs simulated using C23-F6-PWR and R121-F6-MPM versus the
Tbs simulated using R121-F6-MPM for some selected ATMS channels. ATMS Channel 1 is positioned near

Table 4
RTTOV Mean Emissivity Values Calculated Using FASTEM-6 for Different ATMS Channels as Well as the Mean Differences
Between RTTOV and CRTM Emissivity Values (δ𝜖 = RTTOV Minus CRTM) Calculated Using the Same Input Profiles and
FASTEM-6 Emissivity Model

Channels
1 2 3 4 5 6 7 8 9 10 11

RTTOV 𝜖 46.89 50.04 55.12 55.52 55.81 56.02 56.24 56.38 56.53 56.99 56.99
Mean Δ𝜖 −0.39 −0.50 −0.84 −0.86 −0.86 −0.87 −0.88 −0.88 −0.89 −0.90 −0.90
STD Δ𝜖 0.27 0.30 0.36 0.36 0.37 0.37 0.37 0.37 0.37 0.38 0.38

Channels
12 13 14 15 16 17 18 19 20 21 22

RTTOV 𝜖 56.99 56.99 56.99 56.99 64.62 71.12 72.10 72.10 72.10 72.10 72.10
Mean Δ𝜖 −0.90 −0.90 −0.90 −0.90 −0.87 −0.61 −0.46 −0.46 −0.46 −0.46 −0.46
STD Δ𝜖 0.38 0.38 0.38 0.38 0.45 0.40 0.36 0.36 0.36 0.36 0.36

Note. All the values are multiplied by 100.
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Figure 1. Brightness temperatures simulated using C23-F6-PWR versus Tbs simulated using R121-F6-MPM.

the water vapor absorption line at 23 GHz and sensitive to the total column water vapor as well as to the
surface conditions. Channel 12 is sensitive to stratospheric and upper tropospheric temperature, Channel
16 is mostly sensitive to the surface conditions, and Channel 22 is positioned near water vapor absorption
line at 183 GHz and is sensitive to upper tropospheric humidity. In the case of Channel 1, the differences
are largely uniform and the variance is only slightly larger for the lower Tbs than for the higher Tbs. The
differences between the models for Channel 12 are generally very small with the differences being slightly
larger for the Tbs between 220 to 230 K. The variance between the differences for Channel 16 decreases
as the Tb increases and overall the differences range between −1 and 4 K. In the case of Channel 22, the
differences between the two models are largely uniform ranging mostly between 0 and 1 K.

4.2. Comparing Simulations and Observations
Direct comparison of the RT models shows the immediate differences among the models, but such differ-
ences do not represent the actual models' errors, because RT models share a lot of methods and parameters
so that similar biases exist in models' simulations, which cannot be detected based on the differences among
the models. Therefore, it is always required to compare the simulations with measured observations to be
able to evaluate the performance of the models. Satellite data are also prone to biases and uncertainties
(Berg, 2017; Moradi et al., 2015), but data from well calibrated instruments can be used to evaluate (not val-
idate) the performance of the RT models. The confidence in such comparisons can be increased by using
data from multi instruments measuring in the same frequency range. We used ATMS and GMI observations
to evaluate the performance of the RT models. ATMS is currently flying on both NPP and N20; however,
the statistics from the NWP analysis as well as this study show that the ATMS onboard N20 provides more
accurate observations. GMI is also a well calibrated instrument owing to the work performed by a dedicated
intercalibration team (Berg, 2017); therefore, we chose ATMS/N20 and GMI to show the models' biases ver-
sus observations. We later in section 5 use ATMS/NPP observations to show how the RT models can be used
to detect relative instrument errors using double difference technique.

There are three sources of errors when comparing RT simulations with real observations, including error
in ERA-5 profiles used as input, RT error, and collocation error. The ERA-5 is reanalysis and its accuracy
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Figure 2. (a) Mean (bias) and (b) standard deviation of the differences between ATMS/N20 real observations and Tbs
simulated using ERA-5 and different RT models.

is limited by factors such as the first guess provided by the NWP model, error in observations assimilated
into the system, and limitations in data assimilation techniques to properly account for observation and
background errors. In addition, RTTOV is used in ECMWF as forward model; therefore, ERA-5 profiles are
expected to yield better results when comparing RTTOV simulated Tbs with real observations. There are
also several sources of error in RT calculations, including error in spectroscopy models, error in emissivity
models, and assumption in RT theories, for example, absorption line shapes. The collocation error includes
error in interpolating from the model grid to satellite footprint, especially not considering the instrument
actual footprint, time difference between observations and input atmospheric profiles, and the possibility of
cloud-contaminated observations being used in the comparison.
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The differences between ATMS/N20 real observations versus the Tbs simulated using ERA-5 profiles and
different RT models are shown in Figure 2. In addition to C23-F6-PWR and R121-F6-MPM, we have also
included the results for the LBL model ARTS. The difference between the RT simulations and ATMS obser-
vations is much smaller for both temperature and humidity sounding channels than for the surface sensitive
channels. The differences are also relatively smaller for the temperature sounding channels than for the
humidity sounding channels. We ran ARTS with three different spectroscopy models, but Figure 2 only
shows the results for the MPM spectroscopy (A23-RTV-MPM), because as discussed later, the MPM resulted
in the lowest biases compared with ATMS/N20 observations. Nevertheless, the difference between differ-
ent ARTS setups is later discussed in section 4.3.1. ARTS showed a difference of about 2 K for Channel 16
compared with almost 4 K for C23-F6-PWR and about 5.5 K for R121-F6-MPM. The performance of the
models was different for the humidity sounding channels. R121-F6-MPM bias was about −1 K for Channel
17 (RT-ATMS/N20), but A23-RTV-MPM showed a very negligible bias for this channel (about −0.1 K). The
CRTM bias for this channel was about −0.8 K. CRTM and RTTOV showed a bias of about 0.8 to 0.9 K com-
pared to ATMS/N20 observations for Channel 18, whereas ARTS showed −0.1 K. The fast models (CRTM
and RTTOV) showed a very small difference with the observations from ATMS Channels 19 and 20, but
ARTS showed a difference of more than −0.5 K for these channels. ARTS also showed larger differences
for Channels 21 and 22 compared with CRTM and RTTOV. The disagreement among the humidity sound-
ing channels shows the challenge for validating microwave channels sensitive to tropospheric humidity. It
should be noted that in dry conditions most water vapor channels can potentially be affected by the surface
emissivity; therefore, screening out the simulated Tbs that are affected by surface emissivity may reduce the
differences between simulated and observed Tbs for the water vapor channels.

The temperature sounding channels that peak higher in the atmosphere, Channels 13–15, show a larger bias
than the channels that peak lower in the atmosphere (Channels 5–12). This may be related to the quality
of temperature profiles in ERA-5. Global Positioning System (GPS) radio occultation (GPS-RO) are used as
reference in reanalysis (Poli et al., 2010), but GPS-ROs are only assimilated up to around 40 km. However, the
weighting functions for Channels 13–15, to a large extent, reside above 40 km (Moradi et al., 2015). Although,
AMSU-A Channel 14 and ATMS Channel 15, which peak in stratosphere, are assimilated in addition to
GPS-RO, the effect of Zeeman splitting on the oxygen lines can introduce small biases if not included in the
RT models. In addition, the model coarse vertical resolution in the upper levels may play a role in the quality
of ERA-5 temperature profiles in stratosphere. Figure 2 also shows the STDs of the differences between
ATMS/N20 observations and RT simulated Tbs. As it was expected, the STDs are much larger for the window
channels than water vapor and temperature sounding channels. The STDs are as large as 12 K for the window
channels, which is due to a larger variation in the surface conditions than in the atmospheric conditions.
The STDs are less than 1 K for most temperature sounding channels and less than 1.5 K for water vapor
channels.

In summary, Channels 1 and 2 showed the largest biases among all the ATMS/N20 channels, which is mainly
due to large biases along the coastlines affected by the large fields of view (FOVs) for these channels. Channel
16 is also a window channel and shows a relatively large bias compared with the temperature and humidity
sounding channels; the bias for Channel 16 ranges from 2 K for ARTS to more than 5 K for RTTOV. Note
that although both ARTS and RTTOV used the same emissivity model (FASTEM V6.0), we still see a large
difference between them for the surface sensitive channels. The measured Tb is not only affected by the
surface emissivity (𝜖) but also depends on total transmittance, in a simplified form Tb = 𝜖 · Ts · Γ, where
Ts is surface temperature and Γ is the transmittance integrated from the surface to the top of atmosphere.
Therefore, for instance, if we assume Ts = 300 and 𝜖 = 0.7, then 1% change in Γ (Γ = 0.99 vs. Γ = 0.98)
would introduce a difference of 2.1 K in measured Tbs. The actual impact will be even larger because the
reflected radiance, which is not included in the above calculations, passes through the atmosphere twice.

Figure 3 shows the spatial distribution of the differences between ATMS N20 Tbs and C23-F6-PWR simu-
lated Tbs. The largest differences for Channel 1, which is a surface sensitive channel, are observed along
the coastlines. The reason for these large differences along the coastlines, which also tend to be negative
(RT − Obs), is that the profiles are considered to be over ocean in the RT simulations, but in the real mea-
surements due to the large instrument footprint, a mixture of land and ocean is observed by the instrument.
The FOV for Channels 1 and 2 is 5.2◦ along track, which is almost 2.5 times wider than the 2.2◦ FOV for
Channel 16; see Table 1. In addition, the emissivity for the coastal water is different from the emissivity over
deep waters due to difference in the salinity and other factors that affect the sea surface emissivity. If we
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Figure 3. Spatial distribution of the difference between C23-F6-PWR simulated Tbs and ATMS observations from
Channels (a) 1, (b) 16, and (c) 22.

ignore these coastal cases, then the average of the differences between the observations and the RT model
simulations for Channel 1 would be very small. In the case of Channel 16, the differences outside tropical
band are also systematically larger and tend to be negative (RT − Obs). The RT minus observation values
for Channel 16 within the tropical band tend to be less than 2 K.

The analysis of the RT minus observation differences showed that these differences tend to be larger for the
profiles with lower total precipitable water vapor. This is because in dry conditions the weighting functions
for the window channels peak much closer to the surface; therefore, the brightness temperature become
much more sensitive to errors in surface emissivity calculations. In the case of Channel 22, the differences
for the latitude band between 36◦S to 65◦S tend to be larger than the differences for the rest of the globe.
This is likely because the relatively dry atmosphere of the Southern Hemisphere winter causes the Channel
22 weighting function peaking low in the atmosphere exerting a greater surface influence. The differences
for the temperature sounding channels were generally very small and did not show any patterns and thus
are not included.

In order to investigate whether the differences between ATMS and models are largely due to error is simu-
lation or observations, we also compared the CRTM and RTTOV simulations with GPM/GMI observations.
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Figure 4. Mean difference (bias) between GMI/GPM observations and Tbs simulated using different RT models.

The differences between GMI/GPM measured Tbs and the model simulated Tbs are shown in Figure 4. GMI
only has two channels sensitive to tropospheric relative humidity, Channels 12 and 13, and to a lesser extent
Channels 10 and 11. The rest of GMI channels with H and V polarization are sensitive to the surface as well
as clouds and precipitation. The surface sensitive channels again show some large negative biases (model
vs. satellites) affirming negative biases in model simulated brightness temperatures for the surface sensitive
channels. CRTM generally performs better than RTTOV for the surface sensitive channels. The difference
between model simulated and GMI observations for the channels sensitive to relative humidity are relatively
small, less than 0.5 K. The STDs of the differences between the GMI observations and simulations were also
very large for the window channels (as large as 12 K similar to ATMS), but less than 1 K for the water vapor
channels.

4.3. Impact of Inputs on RT Simulations
There are several factors that affect the simulations by RT models including spectroscopy models used to cal-
culate the atmospheric transmittance, surface emissivity used to calculate the surface emitted and reflected
radiance, and sensors response function used to average the spectral radiance. This section shows the impact
of these parameters on the differences between the simulated and measured Tbs.
4.3.1. Impact of Spectroscopy Models
Information provided in spectroscopy models, which includes absorption and emission lines as well as con-
tinuum, is used to calculate the absorption coefficients (Clough et al., 1989). In microwave frequencies,
accuracy of the absorption lines is especially important for the channels that are sensitive to water vapor
(183 and 23 GHz) and oxygen absorption lines (60 GHz). However, previous studies generally show bet-
ter agreement between simulated and measured Tbs for the microwave channels operating at the oxygen
absorption band at 60 GHz than water vapor channels operating at 183 GHz (Moradi et al., 2015). Although,
it is clear that NWP models represent the three dimensional temperature fields more accurately than water
vapor fields, the uncertainty in the water vapor spectroscopy plays a role here as well.

We evaluated ARTS simulations conducted using three different spectroscopy models versus ATMS/N20
observations; see Figure 5. All the ARTS setups used the same spectroscopy for the oxygen absorption band
at 60 GHz, so the differences between the ARTS setups for the channels operating near 60 GHz originate
from the water vapor continuum, which turned out to be negligible. The difference between Tbs simulated
using different spectroscopy models were especially very large for the surface sensitive and water vapor
channels. The difference between simulated and real observations for Channel 16 ranges between almost
2 K for A23-RTV-MPM to 9 K for A23-RTV-HIT. The A23-RTV-HIT and A23-RTV-PWR generally showed
larger differences than A23-RTV-MPM compared with observations for the surface sensitive and water vapor
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Figure 5. Difference between ATMS/N20 observations and Tbs simulated using ARTS with different spectroscopy
models.

channels. Tbs from A23-RTV-MPM simulations showed negative biases compared with ATMS/N20 obser-
vations for water vapor channels, but two other spectroscopy models showed mostly positive biases, except
for Channel 22. As explained before, the reason for the large effect of spectroscopy models on the window
channels is that the measured or simulated Tb is a function of both surface emissivity and total transmit-
tance so that a small change in total transmittance can introduce a large difference in calculated Tbs for the
window channels.
4.3.2. Impact of Sensor Response Function
Many RT models traditionally have assumed boxcar SRFs. In recent years there has been some efforts to
measure the actual SRFs for some of the new instruments including ATMS and GMI. Figure 6 shows the dif-
ferences between CRTM simulations for ATMS/N20 using boxcar and real SRFs. The differences ultimately
depend on how much the real SRFs are different from the expected boxcar SRFs. The difference between
Tbs simulated using boxcar and real SRFs for the temperature sounding channels is mostly around 0.1 K,
except for Channel 6 with more than 0.25 K difference. Figure 7 shows the SRFs for Channels 6 and 11 with

Figure 6. The differences between Tbs simulated using C23-F6-PWR and
C23B-F6-PWR, which shows the impact of using boxcar SRFs versus real
ATMS/N20 SRFs.

the largest and smallest biases among temperature sounding channels.
Obviously, the difference between boxcar function and actual SRF is
much larger for Channel 6 than for Channel 11, especially the right side
of real SRF for Channel 6 deviates from the boxcar function. Note that as
shown in Figure 7 and Table 1, both Channels 6 and 11 have two pass-
bands. It was also expected to see a larger difference between Channel
22 boxcar and real SRFs, because of an unsymmetrical real SRF for this
channel, but the impact of SRF for the water vapor channels is very small.
4.3.3. Impact of Surface Emissivity
All the components of the Earth system including land and ocean sur-
faces emit radiation according to Planck's law as a functions of their
temperature times surface esmissivity. Depending on the total transmit-
tance of the atmosphere, the surface emitted radiance may completely be
absorbed by the atmosphere between the surface and the sensor in which
case the measured radiances are not affected by the surface esmissivity
at all. However, if surface emitted radiance contributes to the measured
radiance, which is the case for the surface sensitive channels, then error
in surface emissivity and surface temperature would contribute to the
error in simulated Tbs. In both CRTM and RTTOV, the ocean emissivity
is calculated using the FASTEM model which requires parameters such
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Figure 7. The actual and boxcar SRFs for ATMS/N20 Channels (a) 6 and (b) 11.

as wind speed and direction as input (Bormann et al., 2012; Kazumori & English, 2015). Error in the surface
emissivity model or inputs to the emissivity model would contribute to the error in calculated emissivi-
ties. Although, Sea Surface Temperature (SST) in reanalysis is known to have good accuracy owing to many
observations assimilated into the model, the surface wind as well as the surface emissivity models to a large
extent lack the accuracy required, for instance, for the assimilation of observations from surface sensitive
microwave channels into NWP models. CRTM and RTTOV currently have different versions of the FASTEM
model implemented into the RT code. The only major difference between the two recent versions of the
FASTEM model used in this study (V5.0 and V6.0) is in wind direction (Kazumori & English, 2015). We
used RTTOV calculated surface emissivity values (FASTEM V6.0) to run ARTS.

Another factor that may contribute to the surface emissivity error is how the reflectivity is calculated. The
downwelling radiance is reflected by the surface by a factor of (1 − emissivity); therefore, error in emissiv-
ity will contribute to the error in calculated reflectance (𝜌) as well. The reflectivity itself is modeled using
either Lambertian Bidirectional Reflectance Distribution Function (BRDF) also known as Diffuse Reflection

Figure 8. Impact of emissivity on the calculated Tbs. C23-F6 − C23-RTV is the difference between CRTM calculations
with internally calculated FASTEM-6 (C23-F6-PWR) and RTTOV calculated FASTEM-6 emissivity (C23-RTV-PWR),
and R121-F6 − R121-F5 shows the difference between RTTOV Tb with FASTEM-6 (R121-F6-MPM) and FASTEM-5
(R121-F5-MPM).
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Figure 9. Same as Figure 2 but for ATMS/NPP.

(𝜌∕𝜋) or Specular Reflection also known as Mirror BRDF, which is a double delta function. RTTOV uses
Lambertian BRDF for the reflectivity model, but CRTM and ARTS use a Specular Reflection model.

Figure 8 shows the difference between CRTM calculations using internally calculated emissivities and
RTTOV calculated emissivity manually supplied as input to CRTM. We also evaluated the impact of
FASTEM-5 and FASTEM-6 on RTTOV calculations but no significant difference was observed between the
two runs. The difference in CRTM calculations for the surface sensitive channels is about 2.5 K for Channels
1–3 and 16 but smaller for the other surface sensitive channels.

5. Double Difference Technique
The double difference is calculated using the biases (difference) between the model simulated and satellite
observed values (Alsweiss et al., 2015). In the case of ATMS observations from NPP and N20 satellites, we
calculated the double difference as (RT−ATMS/NPP) minus (RT−ATMS/N20), which become equal to
ATMS/N20 minus ATMS/NPP. We evaluate in this section whether double difference technique can be used
to investigate relative differences in satellite observations from different instruments. Although, there are
several sources of errors when comparing model simulated Tbs versus observed values, it is expected that
some of these errors cancel out when calculating the double differences.

The differences between ATMS/NPP observations and model simulated Tbs are shown in Figure 9. We have
only included three models in the comparison including C21-F6-PWR, C23-F6-PWR, and R121-F6-MPM.
The results for the temperature sounding and surface sensitive channels are very similar to the results for
ATMS/N20. Similarly, the difference between C23-F6-PWR and R121-F6-MPM for temperature sounding
channels is less than 1 K. However, the results for the humidity sounding channels are different between
ATMS/NPP and ATMS/N20. In Figure 9, the differences between the measured and the model simulated
Tbs for the humidity sounding channels are less than 1.5 K, but the bias is larger for the channels near the
edge of the water vapor absorption line at 183 GHz, for example, Channel 18 compared with Channel 22.
Although, Channel 17 is located at the edge of the water vapor absorption line at 183 GHz but shows the
lowest bias (0.1 K) compared with other humidity sounding channels. The results for ATMS/NPP are largely
in agreement with Bobryshev et al. (2018) who reported positive biases (RT −ATMS) for Tbs simulated
using ARTS and radiosonde profiles compared with ATMS/NPP. However, Bobryshev et al. (2018) show that
carefully matching radiosonde profiles with satellite observations (e.g., using only radiosonde profiles with
less than 15 km horizontal drift) and also using cloud masks from visible satellite instruments can potentially
reduce the differences between the simulated and observed Tbs. However, the biases shown for water vapor
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Figure 10. Double difference between RT simulated Tbs and real observations from ATMS onboard NPP and N20,
which indirectly shows ATMS/N20 minus ATMS/NPP.

channels in Figure 9 as well as in other studies, for example, Bobryshev et al. (2018) and Brogniez et al.
(2016), are still considerably larger than the biases shown in Figure 9 for the temperature sounding channels.

Figure 10 shows the double difference between simulated and real ATMS/NPP and ATMS/N20 brightness
temperatures. The difference between the two instruments is generally less than 0.5 K for Channels 1–15.
Channel 16 shows the largest difference among all the channels (about −2.0 K). The difference for the
humidity sounding channels is about −1.0 K and both C23-F6-PWR and R121-F6-MPM double differences
are generally consistent. Figure 11 shows the differences directly calculated using real observations. We
used observations from two different time periods, June and July 2018 and February 2019, to asses possi-
ble seasonal effect on the differences. We first read the data for each time period and binned ATMS/NPP
and ATMS/N20 observations separately into a common grid with a resolution of 1◦, then calculated the dif-
ference by subtracting the binned values and averaging the differences between the two instruments. The
values shown in Figure 11 are clear-sky global oceanic averages, because limiting the data to a certain lati-
tude band (e.g., tropical region only) did not affect the differences. Overall, the differences for Channels 1–15
are less than 0.5 K and the differences from the two time periods for these channels are also consistent. The
differences between the observations and the RT double differences are also consistent for Channels 1–15.
The differences are larger for the water vapor channels but less consistent than the double differences for
other channels. For the channels operating near the center of absorption line at 183 GHz, there is a differ-
ence of about 0.5 K between the two time periods. Note that NPP and N20 are essentially on the same orbit,
with NPP following the N20 with a roughly 50 min delay. Therefore, the difference in overpass times is not
expected to have a large effect on the difference between clear-sky ocean only measurements from the two
instruments.

This work led to reprocessing of ATMS/NPP observations using an enhanced calibration algorithm and a
new data set was released in mid-October 2019. The two major improvement in the ATMS/NPP calibrations
include, correcting antenna emissivity and also an enhanced modeling of antenna pattern correction. The
ATMS/NPP antenna emission was derived using pitch-over maneuver measurements and was estimated
to be as large as 2.5 K for the calibration space view (Leslie et al., 2013; Yang et al., 2016). In ATMS/NPP
prelaunch calibration, the relatively low antenna beam efficiency for water vapor channels was derived
from the raw antenna pattern measurements, which caused issues in the antenna pattern correction for
ATMS/NPP and prevented generating high-quality sensor data record. In ATMS/N20 prelaunch calibration,
the lower noise floor in antenna pattern measurements for water vapor channels provided a better estimate
of channel beam efficiency. In addition, a more accurate channel beam efficiency was derived by introducing
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Figure 11. Difference between real observations of ATMS/N20 and ATMS/NPP for two different time periods:
June and July 2018 and February 2019. NEW is reprocessed ATMS/NPP data, and OLD indicates data that were
distributed until mid-October 2019 and were calibrated using ATMS/NPP original calibration algorithm.

an antenna pattern simulation model as well as using the hybrid antenna pattern data sets. In the repro-
cessing algorithm, the same technique was adopted for ATMS/NPP to derive more accurate antenna beam
efficiency coefficients (Yang et al., 2016). The statistics from NWP centers, for example, ECMWF observation
minus first guess statistics, already shows a great improvement in ATMS/NPP observations after enhancing
the calibration algorithm. Figure 11 also shows the difference between ATMS observations from NPP and
N20 satellites before (OLD) and after (NEW) reprocessing. As it is shown, the differences between the two
instruments, especially for water vapor channels as well as Channel 16, are largely decreased after reprocess-
ing and the two instruments are largely consistent for all the channels. After reprocessing, the differences
between the two instruments are less than 0.25 K for most of the channels.

6. Conclusions
RT models have a wide range of applications in satellite remote sensing including being used as the for-
ward model and adjoint to assimilate satellite observations into NWP models, and simulating satellite
observations from input atmospheric profiles for product retrieval or calibration and validation of satellite
observations. Given the wide range of applications of fast models, it is necessary to evaluate these models
against the observations as well as the LBL models. We selected CRTM and RTTOV because these mod-
els are widely used all over the world for different purposes. We also included in the comparison the LBL
model ARTS that was specifically developed to perform accurate simulations for the microwave region. We
evaluated the models versus each other as well as against observations from ATMS onboard N20 and GMI
onboard GPM.

The models were generally very consistent with each other and observations for the temperature sounding
channels operating near 60 GHz oxygen band. The difference between the models as well as simulations
and observations were less than 0.5 K for most ATMS temperature sounding channels. However, there was
a larger difference between the models as well as simulations and observations for the water vapor channels
(ranging between 1 and −1 K). The biases for window channels were much larger than the biases for the
water vapor and temperature sounding channels and consistently negative (ranging between −0.9 and 6 K
for different ATMS and GMI window channels). However, in the case of Channels 1 and 2 with a large FOV,
the differences between the observations and the models were especially larger for the coastal cases. The
models assume these profiles to be over ocean, but because of the large instrument FOV, these channels mea-
sure a mixture of radiances emitted by both land and ocean. Although, window channels are not currently
assimilated into NWP models, work is underway to especially include these channels in all-sky assimila-
tion systems. This study shows that assimilation of observation from these channels not only depends on
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the improvement of the emissivity models but highly depends on the water vapor scpectroscopy database
as well. Double differences showed that, although the differences between the RT models and observations
may not be used to evaluate the absolute errors in the observations, it can be used to assess the relative dif-
ferences among the instruments. For instance, the double difference technique used in this study revealed
some noticeable differences between ATMS/N20 and ATMS/NPP water vapor channels. The direct compar-
ison of the observations from the two instruments also confirmed the inconsistency among the observations
for water vapor channels. An enhanced calibration algorithm was developed by the instrument calibration
team for ATMS/NPP. Direct comparison of the ATMS/NPP and ATMS/N20 observations showed that the
two instruments are generally in good agreement after reprocessing of ATMS/NPP data.

We evaluated several spectroscopy models including HITRAN database (Rothman et al., 2013), MPM (Liebe,
1985; Liebe et al., 1993), and PWR (Rosenkranz, 1998). ARTS results showed some relatively large differences
for the water vapor and especially window channels when using different spectroscopy models. The MPM
showed lower biases compared with the observations, ranging between −2 and −6 K for window channels
and less than−1 K for the water vapor channels. The reason that the spectroscopy models impact the surface
sensitive channels is because the simulated Tb is a function of both surface characteristics (emissivity and
temperature) and total atmospheric transmittance, so that even one percent change in total atmospheric
transmittance can have a large impact on simulated Tbs for surface sensitive channels.

We also compared the Tbs simulated using actual ATMS/N20 and boxcar SRFs. The difference between the
two was less than 0.1 K for most channels, except for Channel 6 with a difference of about 0.25 K between
Tbs calculated using actual and boxcar SRFs. Finally, we evaluated the impact of emissivity models on cal-
culated Tbs using two different versions of FASTEM (V5.0 vs. V6.0) as well as by using RTTOV calculated
emissivities to run CRTM. The difference between Tbs calculated using different versions of FASTEM was
negligible; however, running CRTM using emissivities calculated by RTTOV introduced a large impact on
calculated Tbs.

Overall, although the fast and LBL microwave RT models perform satisfactorily for the temperature sound-
ing channels, some relatively large differences still exist for the water vapor and surface sensitive channels.
Two main factors affecting these differences include spectroscopy and emissivity models. Although, while
the spectroscopy models were largely in agreement for the oxygen absorption band at 60GHz, they still show
some noticeable differences for the channels operating around water vapor absorption line at 183 GHz. The
emissivity models are still unable to simulate the surface emissivity with enough accuracy, even over ocean;
therefore, more accurate surface emissivity models are required. This study focused on clear-sky observa-
tions; however, given the increasing application of all-sky RT models, work is required to evaluate all-sky
RT models.
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